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В современном мире во всех отраслях человеческой 

деятельности имеются задачи, где нужно вычислять наилучшее или 

наихудшее значения некоторой велечины. Есть необходимость 

решения задач глобальной оптимизации в технических, 

экономических, инженерных, биологических и других прикладных 

сферах. На данный момент стремительно развивается машинное 

обучение и искусственный интеллект, где глобальная оптимизация 

играет ключевую роль, поскольку она определяет, как быстро и 

эффективно рассматриваемая модель находит наилучшие 

параметры для минимизации функции потерь. В обучении 

нейронных сетей выделяют несколько основных методов 

оптимизации, которые влияют на качество и скорость обучения. 

Наиболее распространѐнные методы оптимизации в сфере 

искусственного интеллекта и машинного обучения - градиентный 

спуск и его вариации. Но они не могут обойти проблемы с 

локальными минимумами и медленной сходимостью. 

Поиск глобального минимума целевой функции, является 

сложной задачей, и для ее решения нет достаточно универсальных 

методов. Аналитические методы неприменимы для 

многоэкстремальных функций больших размеров, и, как правило, 

приводят к очень сложным и не гарантированным результатам. 

Поэтому задача глобальной оптимизации считается до конца не 

изученной и требующей конструктивных методов. 

Руководителем предлагаемого проекта разработан метод, 

основанный на специальной вспомогательной функции, и по этому 

методу защищена диссертационная работа. Разработанный метод 

подходит для оптимизации мультимодальных и многопеременных 

функций. Также нужно отметить простоту алгоритма и сходимость 

метода к глобальному минимуму, в то время когда самый 

распространенный в машинном обучении метод градиентного 

метода сходится к локальному минимуму. В процессе разработки 

метода все полученные теоретические результаты были строго 

доказаны и опубликованы в различных рейтинговых научных 

журналах [1-11] и были выполнены вычислительные эксперименты, 

где с высокой точностью получены значения искомого минимума и 

его координаты точки. 

Настоящий проект является продолжением исследования метода 

глобальной оптимизации, где важную роль играет вспомогательная 

функция, которая строится путем преобразования целевой функции 

многих переменных в специальную функцию одной переменной. В 

рамках проекта будут широко изучены важные свойства новой 

функции и разработаны программы численной реализации метода. 

Цель настоящего проекта – продолжить глубокое и широкое 

изучение разработанного метода для различных классов функций, 

основанного на специальной вспомогательной функции, 

осуществить численную реализацию данного метода и применить 



его для решения различных актуальных прикладных задач по 

машинному обучению и искусственному интеллекту. 

В настоящем проекте планируется применение разработанного 

метода в машинном обучении и/или обучении искусственного 

интеллекта (ИИ), а также выполнение численной реализации 

метода для отдельных задач. Безусловно, исследование такой 

актуальной задачи, как оптимизация обучения искусственного 

интеллекта, имеет практическую значимость для научно-

технического развития Республики Казахстан. 

Цели Цель проекта – продолжить глубокое и широкое изучение 

возможностей применения разработанного метода, основанного на 

специальной вспомогательной функции, для различных классов 

функций, осуществить эффективные численные реализации 

данного метода и применить его для решения различных 

актуальных прикладных задач. 

Ожидаемые 

результаты 

Не менее 2 (двух) статей будут опубликованы в журналах из 

первых трех квартилей по импакт-фактору в базе данных Web of 

Science или имеющих процентиль по CiteScore в базе данных 

Scopus не менее 50. 
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